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I. Mo&va&on

TL;DR
1. We propose a comprehensive benchmark Vision-in-Text Challenge 

(VITC) based on ASCII art to evaluate the capabili;es of LLMs in 
recognizing input that cannot be solely interpreted by seman;cs. 

2. We show that five SOTA LLMs struggle to recognize prompts 
provided in the form of ASCII art. 

3. We develop the jailbreak aIack ArtPrompt via ASCII art. 
4. ArtPrompt effec?vely jailbreaks aligned LLMs and bypasses defense. 

Takeaway: LLM is poor on ViTC benchmark

III. ArtPrompt: Jailbreak A7ack via ASCII Art
Design Overview Experiment Setup

Exis%ng alignment focuses on the seman%cs of natural language

Will seman%cs-only interpreta%on of corpora during safety alignment lead to 
vulnerabili%es of LLM safety that can be exploited by malicious users?
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Takeaway: 
• ArtPrompt is effec;ve against SOTA vic;m LLMs
• ArtPrompt can bypass exis;ng defense.

II. Vision-in-Text Challenge Benchmark 
Evaluate LLM Capabili%es of ASCII Art Recogni%on

Metric

Result

Goal

Dataset

• Digits/Le)ers
• Diverse ASCII Art Font

Metric
Helpful Rate (HPR): ra?o of harmful queries not refused by LLM
Harmfulness Score (HS): evaluated by GPT-judge, range in 1-5 
A)ack Successful Rate (ASR): ra?o of response with HS = 5

Dataset AdvBench / Hex-PHI

AMack on AdvBench AMack on Hex-PHI

Defense on AdvBench

ArtPrompt 
Strategy

VicFm 
LLM

Experiment Result

Top-1: use most effec?ve individual ASCII art font
Ensemble: use ensemble result of mul?ple ASCII art font

Close-source models: GPT-3.5 (0613)/GPT-4 (0613)/Claude (v2)/Gemini (Pro)

Open-source model: Llama2 (Chat-7B)
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