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TL;DR
1. We propose Brave, a Byzantine Resilience And PriVacy 

PresErving Protocol for P2P FL.
2. Brave is information-theoretic private and Byzantine resilient, 

and preserves the utility in attack-free scenarios

Brave: Design
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Experimental Results
• Datasets: CIFAR10 and MNIST         Model: 2NN and CNN
• Evaluation Metric: Classification Accuracy
• Byzantine Adversaries: Label Flip [2], Sign Flip [3], Gaussian Attack [4]

Takeaway: Brave has near-optimal classification accuracy

Takeaway: Brave ensures 𝜀-convergence

Takeaway: Brave guarantees Byzantine Resilient if 𝑁 > 3𝑓 + 2

Background

System Model & Problem Formulation
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Peer-to-peer FLCentralized FL

Federated Learning (FL) [1] is a collaborative learning paradigm, where multiple 
clients collaboratively learn a global model without sharing their private data. 

System Model for P2P FL
• In communication round 𝑡, each participant 𝑃!  updates its local model 
𝑤!(𝑡) using gradient descent as:

• Client 𝑃!  receives local models 𝑤" 𝑡 + 1  from other participants, and 
update the global model as: 

Threat Model
• Passive Adversaries: Follow P2P 

FL but aim to obtain the local 
model from other participants, 
there by extrapolating private 
training data

• Byzantine Adversaries: Aim at 
compromising the learning 
performance of P2P FL by 
biasing the local models of other 
participants. Include (1) creating 
compromised local models, (2) 
sending different model to 
different participants.

Design Goal
• Information-Theoretic Privacy: 

A benign participants 𝑃!’s local 
model cannot be revealed by a 
passive adversary

• Byzantine Resilience: (1) 𝜺-
convergence: the distance 
between the global models 
with and without Byzantine 
participants is at most 𝜀, (2) 
Agreement: the global model 
of all benign participants is 
identical

Takeaway: Brave is Scalable
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③ Sorting & Trimming

① Commitment

② Privacy-Preserving Comparison

• Pairwise compare local models of all participants
• Aggregate pairwise comparison results to a sorted sequence

③ Sorting & Trimming

④ Aggregation & Verification

• In each coordinate 𝑘, trim the lowest 𝑓 and the highest 𝑓 local models, 
and denote the remaining as contributors.

• Contributors generate a cloaked local model and send it to other clients
• Sum all clocked local models to get the global model
• Verify the summation using commitments generated in Step ①

• Generate commitment of its local model 𝑤!  using Pedersen Commitment

Theorem 1 Information-theoretic Privacy. Consider a P2P FL in the 
presence of passive adversaries who are not colluding. Brave, guarantees 
information-theoretic privacy of the participants’ local models.

Theorem 2 Agreement on Global Model. The global model 𝑤 of all benign 
participants is identical given 𝑁	 > 	3𝑓	 + 	2.

Theorem 3 𝜺-convergence (informal). The global model 𝑤(𝑡) obtained by 
applying Brave deviates from the optimal one by a bounded distance

Brave: Theoretical Guarantees
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